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Abstract

Embedding Schumpeterian innovation within a New Keynesian DSGE model matters for the like-
lihood of innovating when making endogenous decisions about investments in R&D and the path
of the technological frontier. This feature brings new challenges at the modeling and simulation
stages with implications for the interactions between Schumpeterian innovation and price rigidities,
and between business cycle and growth. The interplay of innovation with optimal price setting in
the intermediate sector spells out how the technological frontier advances, and how more innovation
leads to more price flexibility despite the existence of nominal rigidities.

With a reasonable calibration, key moments and comovements of macroeconomic variables are con-
sistent with their observed counterparts. The Schumpeterian features of the model play a role on the
cyclical impacts of various standard shocks and that of a knowledge-spillover shock. Moreover, dif-
ferent combinations of steady-state innovation probability and extent of knowledge spillovers, for the
same steady-state growth rate of the economy, have important welfare implications in consumption-
equivalent terms.
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1 Introduction

Investing in research and development (R&D) leads to innovation that is at the core of a knowledge-

based economy and of an endogenous foundation for secular growth, as shown by Romer (1986,

1990), Lucas (1988), Rebelo (1991), and Aghion and Howitt (1992), just to name a few. However,

this mechanism is excluded from most dynamic stochastic general equilibrium models as if it is not

necessarily relevant for the business cycle. Ghironi (2018) and Stiglitz (2018) challenge the current

state of dynamic-stochastic general equilibrium (DSGE) modelling by insisting for the need for more

microeconomic foundations, especially when it comes to growth.1 Indeed, Comin and Gertler (2006)

show that R&D effects do at business cycle frequencies. Barlevy (2007) and Fatas (2000) both show

that investments in innovation are sensitive to monetary policy shocks.

Until recently, relatively few papers had attempted to combine a business cycle model with features

of endogenous growth. From the early real business cycle models to the most recent New-Keynesian

(NK) macroeconomic models, the usual DSGE model has indeed been constructed around a classical

exogenous growth model. Indeed, seminal articles such as Smets and Wouters (2007) and Justiniano

et al. (2010) feature calibrated exogenous growth. Nuño (2011) studies a real business cycle model

with Schumpeterian growth, using specific functional forms and no nominal rigidity. Amano et al.

(2012) add endogenous growth with horizontal innovations in the variety of intermediate goods to

study the welfare costs of inflation in an economy with Taylor (1980) staggered price and wage

contracts. Annicchiarico and Rossi (2013) look at optimal monetary policy in a NK economy

characterized by Calvo staggered prices that embeds endogenous growth induced by knowledge

externalities with increasing returns-to-scale.2

1Stiglitz (2018) argues that “DSGE models are, of course, not really a model of medium- to long-term growth: that
is determined by factors like the pace of innovation and the accumulation of human capital on which they provide
little insight. To understand the former, for instance, one needs a much more detailed analysis of technological
progress, including investments in basic research and the transmission of knowledge across and within firms, than
any standard macro-model can provide.” Meanwhile, Ghironi (2018) argues : “If macroeconomics aims to address
the dynamics of the last decade and the economic issues that have been central to recent political outcomes, artificial
separations between modeling of business cycles and longer-term dynamics must be abandoned, and the same must
happen to similarly artificial separations between macroeconomic and trade modeling. [...] So, yes to DSGE, and yes
to micro.”

2Other recent work considers longer run issues pertaining to various forms of endogenous growth in economies
with different set-up for rigidities. Annicchiarico et al. (2011) consider a NK model with Calvo staggered prices
and wages with endogenous growth operating through non-rival access to knowledge to find that the source of the
rigidity and the shock persistence on Taylor-type rules matters for the impact of monetary policy on long-run growth.
Annicchiarico and Pelloni (2014) examine how nominal rigidities affect uncertainty on long-term growth, when prices
and wages are preset with a one-period lag, in a model with labour, as single input, is divided between producing
output or R&D. Cozzi et al. (2017) show the implication of financial conditions for innovation dynamics in a NK
model with Schumpeterian growth with price and wage rigidities arising from specific adjustment costs. Finally, to
evaluate the sources of the productivity slowdown following the Great Recession, Anzoategui et al. (2017) estimate a
DSGE model with staggered Calvo sluggish adjustments of wages and final-good prices, featuring endogenous growth
via an expanding variety of intermediate goods resulting from public learning-by-doing in the R&D process and an
endogenous pace of technology adoption.
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Furthermore, there is another important issue that may well matter to understand better the con-

sequences of innovation for efficiency and welfare, namely the interplay of innovation and price

flexibility. In an important empirical contribution, Bils and Klenow (2004) had suggested that “an-

other factor potentially related to market competition is the rate at which substitute products are

introduced” and that “markets with greater product turnover, as measured by the rate of noncom-

parable substitutions” could well lead to higher flexibility in prices. Empirically, having reported

that, for the 1995-1997 alone, the US Bureau of Labor Statistics had “deemed 46 percent of all

[product] substitutions noncomparable”, Bils and Klenow (2004) find indeed that a 1 percent higher

noncomparable substitution rate for all goods rises by 1.25 percent the frequency of price changes,

even while having accounted for concentration ratio, and wholesale markup.3 We would expect that

the arrival of new products has not decreased since the mid-nineties. Indeed, using data from Adobe

Analytics from January 2014 to September 2017, Goolsbee and Klenow (2018) find that, even when

excluding clothings, 44 percent of online sales occurred for products that were inexistent a year

earlier.

This motivates us to introduce the distinct ability of new innovating firms with market power to set

the optimal price for their good, while facing some likelihood to see their respective price subjected

to a rigidity à la Calvo for some time in subsequent periods. To our knowledge, this is the first model

that explicitly builds the link between price flexibility and innovation, thus allowing the assessment

of its possible impact.

Theoretically, attention had to be paid to a meticulous modelling of the interaction between Schum-

peterian innovation and price rigidities, as well as to the link between business cycle and growth.

The sluggish dynamics of prices have a direct impact on the expected profits of intermediate firms.

Beyond providing some justification and microfoundation for market power and monopolistic com-

petition in NK models, the interplay of innovation with optimal price-setting in the intermediate

sector both spells out how the technological frontier advances, but also implies that more innovation

leads to more price flexibility in a world with nominal rigidities.

Methodologically, the cyclical behaviour of the technological frontier’s growth rate points out the

importance of explicitly applying the same cyclical filtering to the trended simulated variables,

thus requiring their construction, as well as to their empirical counterparts, as measured. This

has ramifications for the interpretation of the cyclical impulse response functions, as well as for

the cumulative impact on the levels of macroeconomic variables when accounting for the cyclical

response of the average growth rate of the economy. In particular, when considering the impulse

response functions of the cyclical components of macroeconomic variables to various shocks, we

find that the variables’ dynamics are not invariant to the parameter calibration of steady-state

endogenous growth.

3The significant effect is positive when either considering jointly both processed and raw goods, or isolating the
impact on processed goods, for which the impact is 2.17 per cent.
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A reasonable calibration of our model shows that key moments and comovements for important

macroeconomic variables are consistent with their observed counterparts, as well as how the inclusion

and treatment of Schumpeterian growth features have non-trivial implications for DSGE models.

Section 2 presents in detail the attributes of our model. We begin with those that are typically

encountered in modern New-Keynesian Dynamic Stochastic General Equilibrium (NK-DSGE) set-

up, with the necessary adjustments needed to account for the presence of innovating firms. We

then direct our attention to the key elements derived from the endogenous Schumpeterian consid-

erations linked to innovations. Section 3 discusses aggregation and the model’s general equilibrium,

issues dealing with detrending and the steady-state properties of the model, while Section 4 deals

with calibration and characterization of the various disturbances that affect our model economy.

Section 5 presents and discusses some relevant statistical moments of the cyclical components of

the simulated data in comparison with their empirical counterpart. Section 6 displays the impulse

response functions implied by the model for the cyclical components of the macroeconomic vari-

ables and proceeds with the business cycle analysis implications.Section 7 assesses the impact on

welfare associated with different steady-state values for the innovation probability and the extent of

knowledge spillover, consistent with the same steady-state growth rate. A summary of our findings

and possible extensions conclude with Section 8.

2 The Model

To account jointly for both endogenous growth through creative destruction and business cycles in

an extended New Keynesian environment, the proposed model is composed of the following groups

of agents: the households, the final good producers, employment agencies, the intermediate good

producers, the entrepreneurs/innovators, and a monetary authority. Forward-looking households

maximize their expected utility with respect to their sequence of budget constraints, by making

optimal decisions regarding their time paths for consumption, labour, utilization of physical capital,

private investment, and net bond holdings. Final good producers operate in a perfectly competitive

market and use intermediate goods as input. The employment agencies aggregate the households’

specialized labour into homogeneous labour used by the intermediate good producers. The latter

evolves in a monopolistically competitive setting that allows them to set prices. Operating within

each intermediate sector i, entrepreneurs/innovators invest final goods to increase their odds of

pushing the technological frontier, so that an intermediate good producer that implements a new

technology takes over the incumbent producer in his respective intermediate sector.

We can describe the timing of events within each intermediate sector i as follows

• A time t, the prevailing productivity level At−1(i) is inherited from the previous period:

- Step 1: In sector i, a randomly chosen entrepreneur invests Xt(i) in R&D

- Step 2: The entrepreneur either succeeds or fails. If successful, the innovation pushes the

frontier forward to Amax
t , that will apply next period

- Step 3: The incumbent produces yt(i) with technology At−1(i) and collects profits
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• At time t + 1, the successful entrepreneur uses the state-of-the-art technology At(i) = Amax
t

to set a lower price and to eliminate his sector’s incumbent:

- Step 1: In sector i, a new entrepreneur invests Xt+1(i) in R&D

- . . .

Accordingly, an entrepreneur in each sector invests final goods in research and development with the

hope of discovering a new technology. The entrepreneur’s outcome is binary. He can either succeed

or fail. If successful, he reaches the technological frontier At(i) which will be used for production

next period. At date t + 1, the successful entrepreneur eliminates the incumbent in his sector by

setting a lower price. He remains in place and collects monopoly profits until he is replaced by

another entrepreneur.

Finally, prices and wages face nominal rigidities through contracts à la Calvo (1983). Sluggish

price adjustments interact directly with the innovation process, as the discounted expected value of

investing in R&D is a function of expected future prices, which matters for the rate of innovation

over the business cycles. Monetary policy is set according to a Taylor-type rule, and deviations

from thereof. The impacts of a transitory technological shock, a knowledge-spillover shock, and an

investment shock are also considered.

We now turn to a detailed presentation of the environment and the problems faced by each type of

agents. We first describe the characteristics of the final good producer, the employment agency, and

the households’ problems. To a large extent, these are very similar to the standard set-up encoun-

tered in the modern dynamic stochastic general equilibrium literature. As needed, we introduce

features arising from the existence of innovating firms ultimately owned by households. Second,

we focus on the specificities brought by Schumpeterian considerations for the innovators and the

intermediate good producers, especially given sluggish adjustments in prices. Finally, we address

the aggregation issues and we present the monetary authority’s policy function.

2.1 A presentation of the common features of a New Keynesian DSGE model

2.1.1 The final good producer

The final consumption good is produced by a representative firm that operates in a perfectly compet-

itive setting and aggregates a continuum of intermediate goods i ∈ (0, 1) according to the following

production function:

Yt =

(∫ 1

0
Yt(i)

ǫ−1
ǫ di

) ǫ
ǫ−1

, (1)

where Yt is total final output, input Yt(i) is the good produced by an intermediate level firm i, and

0 ≤ ǫ < ∞ is the elasticity of substitution between intermediate goods.
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The final-good producer takes as given the price of its final output, Pt, and the prices of the inter-

mediate goods, Pt(i) . Hence, its profit maximization problem

Max
Yt(i)

ΠFG = Pt Yt −

∫ 1

0
Pt(i)Yt(i) d i (2)

yields the demand for the ith intermediate good as a negative function of its relative price, namely

Yt(i) =

(
Pt(i)

Pt

)
−ǫ

Yt . (3)

Since economic profits are zero under perfect competition, the nominal value of output is equal to

the sum of the nominal value of all intermediate goods i:

Pt Yt =

∫ 1

0
Pt(i)Yt(i) d i , (4)

which, using equation (3), yields the aggregate price index

Pt =

[ ∫ 1

0
Pt(i)

1−ǫ d i

] 1
1−ǫ

. (5)

2.1.2 The employment agency

A continuum of households possesses different skills and offers specialized labour Lt(j) for j ∈ (0, 1),

that gives them some degree of market power in setting wages. Since intermediate firms use an aggre-

gate form of labour, we can think of a representative employment agency that combines specialized

labour according to the following function

Lt =

(∫ 1

0
Lt(j)

γ−1
γ d j

) γ
γ−1

, (6)

where 0 ≤ γ < ∞ is the elasticity of substitution between each labour type.

Operating in perfect competition, the employment agency maximizes its profits with respect to

Lt(j) while taking as given the aggregate wage rate Wt and the prevailing labour compensation

specific to each labour type j.

The solution of its optimization problem

Max
Lt(j)

ΠEA = Wt Lt −

∫ 1

0
Wt(j)Lt(j) d j (7)

yields the demand for specialized labour j as a negative function of its relative wage rate

Lt(j) =

(
Wt(j)

Wt

)
−γ

Lt . (8)
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From equation (8), and the competitive equilibrium for the employment agency, the aggregate wage

rate is

Wt =

[ ∫ 1

0
Wt(j)

1−γ dj

] 1
1−γ

. (9)

2.1.3 Households

The Budget Constraint

Each period t, a representative type j household faces the following budget constraint

PtCt + Pt It + Pt a(ut)K̃t +
Bt

1 +Rt
≤ Wt(j)Lt(j) + qt utK̃t + Bt−1 + Dt . (10)

As of date t, the household’s nominal value for its uses of funds is the sum of its nominal value

of consumption in the final good, denoted as PtCt, of its desired level of investment in capital

goods, Pt It, the resources devoted to adjust the utilization rate of physical capital (if applicable),

Pt a(ut)K̃t, and its end-of-period net holdings of a one-period discount bond Bt

1+Rt
, where Rt the

nominal interest rate between t and t + 1.4 The aggregate price level Pt applies to consumption,

private investment in physical capital, and the adjustment cost of varying capital utilization.

Our set-up allows for a time-varying utilization of the existing stock of physical capital, K̃t, provided

that the household bears a cost of varying capital utilization ut. This real cost is captured by a

convex function a(ut) that is increasing in ut.
5

Type j household’s nominal sources of funds arise from its labour income, i.e. the product of its

nominal wage rate Wt(j) and hours worked Lt(j), its nominal payments received from supplying

capital services to intermediate firms, from renting some of its existing physical capital, ut K̃t, at a

gross capital rental rate qt, the nominal face value of the net discount bond holdings carried from

the previous period, and the nominal dividends, Dt, received from its ownership of shares in the

intermediate production sector that operates in monopolistic competition.

We, therefore, need to assess the dividends stemming from the economic rent, arising both from

monopolistic competition and fruitful investments in R&D. Using aggregate labour and capital, a

firm i, belonging to a continuum defined over i ∈ (0, 1), produces intermediate good i in a monop-

olistically competitive market, thus generating positive economic profits

Πi,t = Pt(i)Yt(i)− wt Lt(i)− qtKt(i) , (11)

that are in turn paid as dividends among households. Hence, we can think of each intermediate

firm as producing some good i, with a given technology discovered from past R&D that allowed it

to take over sector i.

4The net bond holdings may be positive or negative depending on whether the household is either creditor or
debtor. Yet, for this closed economy, the aggregate net bond holdings is zero in equilibrium.

5Namely, a(ut) = a0+a1 (ut−1)+a2 (ut−1)2. Hence, when the capital stock is used at full capacity with ut = 1,

so that ut K̃t = Kt, this real cost function takes a value of zero for a0 = 0, i.e. a(1) = 0.
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The investment in R&D has to be accounted for in each period, while being treated as a sunk

cost since it is irrelevant whether or not an innovator is successful ex-post. Here are two examples

to illustrate how to account for the innovation process in the representative household’s budget

constraint.

Having invested PtXt(i) to reach the frontier, a failed innovator generates no profits, as depicted

on the timeline of his cash flow in Figure 1.

Cash flow

Time period t t+1 t+2 t+3 t+4 t+5

−Pt Xt(i) 0 0 0 0 0

FIGURE 1: A failed innovator’s timeline for cashflows

In this case, the household’s budget constraint needs only to include the investment in R&D. The

ex-post value of engaging in the innovation process is −PtXt(i).

By comparison, a successful innovator who invested PtXt(i) in R&D, which turns into a successful

endeavour that allows to collect monopoly profits Πi,t each period, for τ periods, until a new

innovation emerges. Figure 2 illustrates the corresponding flow timeline.

Cash flow

Time period t t+1 t+2 t+3 t+τ t+τ + 1

−Pt Xt(i) Πi,t Πi,t Πi,t Πi,t 0

FIGURE 2: A successful innovator’s timeline for cashflows

Here, the initial investment as well as future profits should be included in the household’s budget

constraints. It is important, however, to highlight that the profits included in the timeline above do

not exclusively result from the innovation process. Indeed, an intermediate firm is already generating

profits prior to an innovator taking over. Hence, the profits generated by the intermediate firm after

the takeover includes both monopoly and innovation profits.

Accordingly, the overall dividends paid to households are defined as:

Dt =

∫ 1

0
Πi,t − PtXt(i) d i . (12)

Utility Maximization

As in Christiano et al. (2005), household j maximizes its utility function with respect to the sequence

of budget constraints for each period, while taking into account the law of movement of capital.

Its preferences for consumption embed habit formation, with an intensity parameter h > 0, which

generates some additional intrinsic dynamics and persistence on both the demand and supply sides
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of the economy following various shocks. The subjective discount factor is 0 < β < 1, the parameter

θ > 0 induces disutility of labour, and the parameter ν ≥ 0 is the inverse of the Frisch elasticity of

labour supply. Furthermore, we assume that the household incurs some cost of adjusting investment

S(·), that is a convex function of the investment growth rate.

The representative household must decide how much to consume Ct, while allowing for some habit

formation, how many hours Lt(j) to work, how much capacity to use ut, how much physical capital

they want next period K̃t+1, how much to invest It in physical capital, and the size of their net

bond holdings Bt by solving the following optimization problem:

Max
Ct+s,Lt+s(j),ut+s,K̄t+s+1,It+s,Bt+s

Ej
t

∞∑

s=0

βs

(
ln
(
Ct+s − hCt+s−1

)
− θ

Lt+s(j)
1+ν

1 + ν

)
(13)

subject to

Pt+sCt+s + Pt+s It+s + Pt+s a(ut)K̃t+s +
Bt+s

1 + it
≤ Wt+s(j)Lt+s(j) + qt+s ut+sK̃t+s

+Bt+s−1 +Dt+s , (14)

K̃t+s+1 = µ
I,t+s

q

[
1− S

(
It+s

It+s−1

)]
It+s + (1− δ)K̃t+s , (15)

lnµ
I,t+s

= ρ
I
lnµ

I,t+s−1 + ǫ
I,t+s

(16)

Kt+s = ut+sK̃t+s . (17)

where Ej
t is the expectation operator conditioned on known information as of the beginning of

period t. The function S
(
·
)

is the convex adjustment function cost incurred when varying the level

of investment between two periods.6 Moreover, an exogenous stochastic investment shock µ
I,t+s

,

that affects the efficiency with which investment is transformed into capital, follows a first-order

autoregressive process. Finally, we associate the Lagrange multipliers Λt and Φt respectively, with

the household’s budget constraint equation (14), and the investment equation (15) at date t.

In addition, having assumed that a household j possesses some specialized skills underlying some

market power over its wage rate, we also assume the existence of wage rigidities modelled with

Calvo contract arrangements, with a constant proportion 1 − ξw being allowed to reoptimize their

wage each period. Hence, household j maximizes its expected utility weighed by the probability ξw

of not being allowed to optimize with respect to wages subject to the labour demand function:

6At the calibration stage, we assume it to be defined as S
(
It/It−1

)
= (κ/2) q

(
It/It−1−gt

)2
. Hence, the investment

adjustment cost is defined in relation with departure of physical investment growth from its steady-state trend growth,
i.e. that of the technological frontier in the steady state.
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Max
Wt+s(j)

Ej
t

(
∞∑

s=0

ξsw βs

(
− θ

Lt+s(j)
1+ν

1 + ν

)
+ Λt+sWt+s(j)Lt+s(j)

)
(18)

subject to

Lt+s(j) =

(
Wt(j)

Wt+s

)γ

Lt+s . (19)

Accordingly, the optimal reset wage is obtained from

W ∗

t (j)
−γν−1 =

γ − 1

θ γ

∞∑
s=0

ξswβ
sΛt+sW

γ
t+sLt+s

∞∑
s=0

ξswβ
sW

γ(1+ν)
t+s L1+ν

t+s

. (20)

Exploiting the relevant recursions built in the summation, which, in turn, will be useful for subse-

quent numeric simulation, equation (20) can be rewritten as

W ∗

t (j)
−γν−1 =

γ − 1

θγ

Auxbc,t
Auxdis,t

, (21)

where, we define auxiliary variables associated respectively with the household’s budget constraint

in the numerator, Auxbc,t, and the disutility of labour in the denominator, Auxdis,t, i.e.

Auxbc,t = ΛtW
γ
t Lt + ξw β Auxbc,t+1 , (22)

and

Auxdis,t = ΛtW
γ(1+ν)
t L1+ν

t + ξw β Auxdis,t+1 . (23)

(24)

2.2 The Schumpeterian add-ons in a New-Keynesian DSGE model and their

implications

As it is commonly used in the academic literature, and even in policy documents, the concept of

innovation is somewhat broad. Not all innovations amount to paradigm shifting, as ground-breaking

discoveries, such as the steam engine, seldom occur. Hence, by innovation, we mean anything that

pushes the technological frontier forward, even incrementally so. As such, incremental innovations

can be understood as improvement in either the intermediate good itself, or in its production process.

In our model, both innovations push up the technological frontier and push down the marginal cost

of production.7

7As pointed out by Kirschenbaum (2018), “invention and innovation are also about revision and refinement, a
gradual process of shaping, adaptation, and perhaps, elusively, perfection. Invention, in other words, is a lot like
word processing itself, which allows us to continuously edit our ideas, cutting and pasting, inserting and deleting
until we get what we’re working on just where we want it”.
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Building on Aghion and Howitt (1992) and Nuño (2011), our Schumpeterian growth paradigm

assumes that an innovation may arise from investing in R&D in period t−1 and push the technology

level at Amax
t−1 for an intermediate firm operating at date t with an endogenous probability nt−1,

making it an advanced firm. Otherwise, there is a 1− nt−1 probability that an intermediate firm is

lagging, while still using an older technology level.

However, the existence of price stickiness adds an additional level of complexity that is absent in

typical Schumpeterian growth models, as well as in recent business cycle models with Schumpeterian

features. Namely, since the monopolistic rent depends on the expected prices that the firm may or

may not be allowed to reset, the value of the firm and, therefore, the investment in R&D is also a

function of the expected paths for prices.

While implementing an innovation, we assume that an intermediate firm is allowed to set the

optimal price right away. However, in subsequent periods, barring some new innovation, the same

intermediate firm is stuck with a more or less older technology, and there is a probability that

its price remains sticky for some time. Indeed, if it is not innovating, the lagging firms are in a

Calvo-type environment as in standards New Keynesian models.

Hence, three categories of intermediate firms coexist: advanced firms which reset their price, lagging

firms allowed to reoptimize their price, and lagging firms with previously set prices.

2.2.1 The optimal reset price

Operating in a monopolistically competitive market, intermediate firms hold market power from

both their specialization and the technology used in production. In itself, it is worth noticing

that the mechanics of innovation being considered also brings some support and microfoundations

to the monopolistic competition de facto introduced in the usual New Keynesian models. In the

intermediate sector, each period, some firms have not been supplanted and operate with a lagging

technology, while others are kicked out as they are being replaced by firms with an advanced

technology. For firms operating with a lagging technology, prices are fixed through Calvo contracts.

Amongst them, there is a share, given by 1− ξp, that are allowed to reset their price. However, in

the period they introduce an innovative technology, advanced firms are allowed to set the optimal

price. When allowed, all firms set the price of their respective intermediate good to maximize their

expected profits.

Hence, given an initial level of technological advancement At(i), an intermediate firm seeks to min-

imize their cost:

Min
Kt(i),Lt(i)

WtLt(i) + qtKt(i) (25)

subject to

Yt(i) = µ
Z,t

At(i)
1−αKt(i)

α Lt(i)
1−α , (26)

with α ∈ (0, 1), where

10



lnµ
Z,t

= ρ
Z
lnµ

Z,t−1 + ǫ
Z,t

. (27)

Hence, regardless of their individual level of technological advancement, all intermediate firms’

productions are subjected to a common transitory technological shock, that follows a first-order

autoregressive process.

Accordingly, as all intermediate firms are symmetrical, they all employ the same optimal capital-

labour ratio, i.e.

Kt

Lt
=

α

1− α

Wt

qt
, (28)

and the nominal marginal cost of producing an additional unit of intermediate good is given by

MCt(i) = At(i)
α−1Ωt , (29)

where Ωt is the portion of marginal costs that is not directly dependent on technology, i.e.

Ωt =
qαt W

1−α
t

αα(1− α)1−α
. (30)

This shows that an improvement in technology translates into a reduction in a firm’s marginal cost.

In traditional New-Keynesian models, all firms operate at the same level of technological advance-

ment, so that, when possible, all firms set the same optimal reset price. In contrast, in our set-up,

since the optimal reset price depends on the technology with an infinite number of intermediate

firms, there is an infinite number of coexisting technologies. Accordingly, there is an infinite num-

ber of reset prices because the marginal cost is a function of the technology level.

Consequently, given their respective marginal cost, intermediate firms maximize their profits with

respect to their price Pt(i):

Max
Pt(i)

Et

{(
Pt(i)−MCt(i)

)
Yt(i)

+
∞∑

s=1

ξsp β
sΛt+s

Λt

[
s∏

q=1

(1− nt+q−1)

(
Pt(i)−MCt+s(i)

)
Yt+s(i)

]}

subject to
Yt+s(i) =

(
Pt(i)

Pt+s

)
−ǫ

Yt+s . (31)
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Notice that the initial level of technology is known and can differ between firms.

Thus, it can be shown that the optimal reset price is a function of initial technology At(i), and of

a factor Ft that is not directly dependent on technology:

P ∗

t (i) = At(i)
α−1Ft , (32)

where

Ft =
ǫ

ǫ− 1

Auxcost,t
Auxrev,t

, (33)

Auxrev,t = P ǫ
t Yt + ξp β

Λt+1

Λt
(1− nt)Auxrev,t+1 , (34)

and

Auxcost,t = Ωt P
ǫ
t Yt + ξp β

Λt+1

Λt
(1− nt)Auxcost,t+1 . (35)

2.2.2 The innovation process

R&D activities are conducted by entrepreneurs/innovators. If these lead to an innovation, its

implementation by an intermediate good producer conveys some additional market power from

producing an improved version of the intermediate good, as it reaches the new technological frontier.

Hence, the innovation process unfolds within the intermediate sector to push the technological

frontier outward.

An entrepreneur/innovator invests some amount of final goods to raise the probability of inno-

vating. Outside researchers or a new successful innovator supplants or “leapfrogs” an incumbent

entrepreneur.8 This prospect is, however, uncertain as the probability to innovate is nt, and that

of not discovering is 1 − nt. Yet, nt is endogenous as it is linked to the intensity of R&D effort
Xt

ζ Amax
t

, where Xt is the real amount of final goods invested in R&D, Amax
t is the targeted tech-

nology level, or frontier, that will be used in date t+1 production, and ζ > 1 is a scaling factor

that can be derived from an innovation. In particular, when striving for a larger value of Amax
t , a

higher degree of complexity associated with further technological progress is reflected by the smaller

level of intensity of R&D effort obtained from a given amount of resources Xt. Finally, we consider

the following innovation production function that exhibits diminishing marginal returns, with η > 0 :

8In our model, we therefore abstract from step-by-step technological progress, that would imply both Schum-
peterian and escape-competition effects. This can also be justified by assuming that, from engaging in R&D, it is
prohibitively costly to develop a perfectly substitutable technology that can be used to produce a cheap and faked
copy of an existing intermediate good, i.e. a knockoff.
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nt =

(
Xt

ζ Amax
t

)1/(1+η)

. (36)

Furthermore, the gross growth rate of the technological frontier Amax
t is dictated by the probability

of innovation times a spillover factor, which is subject to some first-order autoregressive stochastic

component. This defines a proportional increase in productivity resulting from an innovation.9

Namely,

Amax
t = gmax

t
qAmax

t−1 , (37)

gmax
t = 1 + ϕt nt−1 , (38)

where

lnϕt = lnϕ + ρϕ lnϕt−1 + ǫϕ,t . (39)

The introduction of a stochastic spillover shock on ϕt can account for unpredictable variations

and other heterogeneities in the transmission of knowledge and/or abilities to capitalize on new

innovations to push the technological frontier further. Hence, a knowledge spillover is the positive

externality derived from an innovation, since it permanently pushes the technological frontier for-

ward.10 The higher the value of ϕt, the greater is the extent of technology spillover, which, in turn,

induces a larger technological jump of the frontier.

To choose the amount of final good to be invested in R&D that maximizes expected discounted

profits, the entrepreneur in sector i faces the following constrained optimization problem

Max
Xt

β
Λt+1

Λt
ntEt Vt+1(A

max
t )− PtXt (40)

9While the steady state growth rate of the frontier is constant, the frontier itself could follow different paths.
Indeed, a small deviation of the growth rate, caused by the stochastic nature of the model, could put the evolution
of technology on different trajectories.

10Baldwin et al. (2005) have shown, both theoretically and empirically, how knowledge spillovers generated by
multinational corporations and foreign direct investments endogenously enhance growth. It is natural to argue that
a similar effect can span across firms within an industry, as well as across industries to some extent. For instance, we
can think of spillovers from the diffusion in information and communication technologies. In particular, Filippetti et
al. (2011) find that successful international competition is fostered by innovation, that is itself reinforced by “exposure
to alternative business and innovations contexts.” Moreover, based on industry level data for 15 OECD countries,
Saia et al. (2015) recently showed the significance of knowledge spillovers for an economy’s effectiveness to learn from
the technological frontier and to increase productivity. An economy’s spillovers stem from “its degree of international
connectedness, ability to allocate skills efficiently and investments in knowledge-based capital, including managerial
capital and R&D.”
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subject to equation (36), where EtVt+1(A
max
t ) is the expected discounted value of future profits

contingent on the entrepreneur remaining at the helm of the monopoly. If successful, the innovator

will collect monopoly profits as long as no further innovation occurs in his sector.11

For convenience and in a way that is compatible with complete markets, we assume that en-

trepreneurs invest in a diversified form of R&D. Strictly speaking, this is as if an entrepreneur,

provided one is successful, does not know in which sector, one may end up. This implies that all

entrepreneurs will invest the same amount of final good in R&D. Consequently, if an innovation

occurs, the technology jumps to the frontier and the expected value of the intermediate firm will be

the same regardless of the intermediate sector. In accordance with the problem in equation (40),

optimal real investment in R&D is given by

Xt = β
nt

1 + η

Λt+1

Λt

EtVt+1(A
max
t )

Pt
. (41)

To solve for Xt, we still need to write explicitly the expected value of the firm to the entrepreneur.

This is more challenging than it may look at first, as all possible paths dfpr that prices are expected

to follow.

The first hurdle is to ensure that the assessment of future profits follows the correct technological

path. For instance, an innovator’s technology may reach the frontier Amax
t in t+ 1, and remains at

that level, say until t + 3, as it is supplanted by an advanced firm, with a newer technology and a

lower marginal cost. In this situation, from then on, the following expected profits no longer matter

for investing in innovation since it is now out of business.

The second difficulty springs from price rigidities that play a crucial role in determining future

profits because they condition both the profit margin and the conditional demand for that specific

intermediate good. Innovative intermediate firms that jump to the frontier are automatically al-

lowed to reoptimize. Non-innovating ones may be selected for reoptimization using Calvo contracts,

with a probability 1 − ξp. Because we assume that investments in R&D are diversified by the

entrepreneurs/innovators, even though an entrepreneur ignores ex-ante the sector in which he will

be innovating, he can evaluate the discounted expected profits from a potential discovery.

11In our model, with a steady-state probability of innovation nss, the expected life span of an intermediate firm at
steady-state is 1/nss.
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To reckon the value of an innovation-implementing intermediate firm, let us consider an entrepre-

neur/innovator who, at date t, ponders how much to invest in R&D while seeking some returns

from date t + 1 onward. This evaluation must take into account different possible outcomes that

reflect the probability of remaining at the helm of the monopoly, the appropriate stochastic discount

factors, as well as the probability that price reoptimization occurs under Calvo contracts. This is

why, we have to consider all possible contingencies that could deliver some return from innovating.12

First, let us think about the case of a new monopolist taking over as of date t+ 1 and setting the

optimal price for its intermediate good i. As he has innovated, his prevailing specific technology

reaches the new technological frontier, so that At(i) = Amax
t . He faces each period the probability

ξp of not being allowed to optimize its price afterwards, so that, for the contingency path that price

reoptimization never occurs, his expected discounted stream of profits would be given by

Ψ1t+1(i) =
∞∑
s=1

ξs−1
p βs−1 Λt+s

Λt+1

[
P ∗

t+1(i)πp t,t+s −MCt+s(i)
]
Yt+s(i)

s∏
q=2

(1− nt+q−1) , (42)

where
∏s

q=2 (1−nt+q−1), is the probability of not being displaced out of business at date t+ s. The

flows of revenues and costs are discounted from date t + 1, as the nested sum is discounted up to

the beginning of the initial cash flow pertaining to this stream, and weighted by the probability of

remaining at the helm of the monopoly for all periods in the future. In particular, date t+ 1 cash

flow has a unit probability, i.e.
∏1

q=2 (1−nt+q−1) = 1, as we consider a successful innovation driving

the production of intermediate good i that is sold at its optimal price. Moreover, if an intermediate

firm producing good i is replaced following the implementation of a new innovation in this sector at

some future date T , then no additional profits will accrue from then on from the older technology.

As long as it has not been supplanted, this monopolist will be operating under technology Amax
t .

Hence, his marginal cost of production evolves according to

MCt+s(i) = Amax(α−1)
t Ωt+s , (43)

while his optimal price is set to

P ∗

t+1(i) = Amax(α−1)
t Ft+1 , (44)

and the expected demand for his good follows a path defined by

Yt+s(i) =

(
P ∗

t+1(i)

Pt+s

)
−ǫ

Yt+s . (45)

12Notice that if the monopolist is supplanted at a future date by a competitor’s adoption of an innovation, expected
profits are to become zero from that date forward, with no bearing on the current expected discounted flow of profits
for date t investing entrepreneur.

15



Using equations (43), (44), and (45), equation (42) can be rewritten as

Ψ1t+1(i) = Amax(α−1)(1−ǫ)
t

{
F

(1−ǫ)
t+1

∞∑

s=1

ξs−1
p βs−1 Λt+s

Λt+1
P ǫ
t+s Yt+s

s∏

q=2

(1− nt+q−1)

−F−ǫ
t+1

∞∑

s=1

ξs−1
p βs−1 Λt+s

Λt+1
P ǫ
t+sΩt+sYt+s

s∏

q=2

(1− nt+q−1)

}
. (46)

Making use of equations (34) and (35), but as of t+ 1, we therefore have

Ψ1t+1(i) = Amax(α−1)(1−ǫ)
t

(
F

(1−ǫ)
t+1 Auxrev,t+1 − F−ǫ

t+1Auxcost,t+1

)
, (47)

with auxiliary variables associated respectively with the firm’s revenues in the first term, Auxrev,t,

and costs in the second term, Auxcost,t, i.e.

Auxrev,t+1 = P ǫ
t+1 Yt+1 + ξp β

Λt+2

Λt+1
(1− nt+1)Auxrev,t+2 , (48)

and

Auxcost,t+1 = Ωt+1P
ǫ
t+1Yt+1 + ξp β

Λt+2

Λt+1
(1− nt+1)Auxcost,t+2 . (49)

Second, let us turn to all the other possible cases of a new monopolist taking over as of date t+1 and

setting the optimal price for its intermediate good i at some future date t+ l with some probability

1 − ξp, yet followed by the contingency path that price reoptimization does not occur afterwards,

as there is a probability ξp each period of no reoptimization, even if the monopolist remains in

operation. Summing over all contingent paths, with the proper probabilistic weights, the relevant

discounted stream of profits for all these contingent paths is given by

Ψ2t+1(i) = Amax(α−1)(1−ǫ)
t

{
∞∑

l=2

(1− ξp)β
l Λt+l

Λt+1

l−1∏

q=2

(1− nt+q−1)

q

[
F 1−ǫ
t+l

∞∑

s=l

ξs−1
p βs−1 Λt+s

Λt+l
P ǫ
t+sYt+s

s∏

q=l

(1− nt+q−1) (50)

−F−ǫ
t+l

∞∑

s=l

ξs−1
p βs−1 Λt+s

Λt+l
P ǫ
t+sΩt+sYt+s

s∏

q=l

(1− nt+q−1)

]}
.

Furthermore, updating equations (48) and (49) to date t+ l, equation (50) can be rewritten as
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Ψ2t+1(i) = Amax(α−1)(1−ǫ)
t (51)

q

{
∞∑

l=2

(1− ξp)β
l Λt+l

Λt+1

l−1∏

q=2

(1− nt+q−1)

(
F

(1−ǫ)
t+l Auxrev,t+l − F−ǫ

t+lAuxcost,t+l

)}
.

In an analogous manner as before, making use of the recursion built in the summations above and

defining an auxiliary variable, Auxrem,t+l, associated with the remainder of the expected discounted

profits equation (51) can also be displayed as

Ψ2t+1(i) = Amax(α−1)(1−ǫ)
t

qAuxrem,t+2 , (52)

where

Auxrem,t+2 = (1− ξp)β
2Λt+2

Λt+1

(
F

(1−ǫ)
t+2 Auxrev,t+2 − F−ǫ

t+2Auxcost,t+2

)

+β (1− nt+2)Auxrem,t+3 . (53)

Consequently, the expected value of the intermediate firm to a successful innovator is

Et Vt+1 = Ψ1t+1(i) + Ψ2t+1(i) (54)

or, namely,

Et Vt+1 = Amax(α−1)(1−ǫ)
t

q

(
F 1−ǫ
t+1 Auxrev,t+1 − F−ǫ

t+1Auxcost,t+1 + Auxrem,t+2

)
. (55)

Hence, the expected value of an intermediate firm for a successful entrepreneur/innovator is deter-

mined by the newly reached technological frontier through Amax(α−1)(1−ǫ)
t , the contribution from

profits arising from being able to set the optimal price for good i as of period t + 1 through

F 1−ǫ
t+1 Auxrev,t+1 − F−ǫ

t+1Auxcost,t+1, and the contribution to profits resulting from a later date opti-

mal price setting with what will have become an older technology through Auxrem,t+2.

2.3 The specification of monetary policy

The central bank’s policy function is modelled as a Taylor-type reaction function, as it sets the

nominal interest rate according to the following equation:

1 +Rt

1 +R
=

(
1 +Rt−1

1 +R

)ρ
R
[(πt

π

)απ

(
Yt
Yt−1

g−1

)αy
]1−ρ

R

µ
M,t

, (56)

where

lnµ
M,t

= ρ
M

lnµ
M,t−1 + ǫ

M,t
. (57)
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The ρ
R

parameter represents the degree of smoothing of interest rate changes, as the monetary

authority seeks to avoid too large changes with respect to its one-period-lag value, Rt−1, and adjusts

it somewhat gradually, with weight 1−ρ
R
, following demand and technology shocks. The parameters

απ and αy are the monetary authority’s weights attached to deviations from its inflation target, π,

and its output growth target, g. The latter is defined as the growth rate of the average technology

level in steady state. Finally, µ
M,t

is an exogenous and stochastic component of monetary policy

representing deviations from the Taylor-type rule, that follows a stationary first-order autoregressive

process.

3 The Aggregate Economy

We now turn to the aggregation of the key economic variables and the equilibrium conditions.

3.1 The aggregate price level

From equation (5), the overall economy’s aggregate price level can be inferred by weighting and

combining each of the respective prices for the three categories of coexisting firms

P 1−ǫ
t = ξp (1 − nt−1) (Pt−1)

1−ǫ + (1 − ξp)

∫ 1

nt−1

P ∗

t (i)
1−ǫ d i +

∫ nt−1

0
P ∗

t (i)
1−ǫ d i . (58)

The first term above corresponds to firms operating some older technologies that are not allowed

to reset their prices. The second term is associated to firms using older technologies that can reset

their optimal price. Finally, the last group is that of new monopolists adopting the most recent

technology and accordingly setting its intermediate-good optimal price.13

In a conventional New Keynesian model in which long-term growth is exogenous, the price index

includes both prices indexed to inflation and optimal reset prices. However, in an endogenous growth

environment, we have to consider separately and explicitly, both reoptimizing-firms types: those that

have innovated and those that have not. Innovating firms all set the same optimal reset price, as they

are automatically allowed to reoptimize. Lagging firms set different optimal reset prices according

to their respective level of technological advancement. The difference between these two indices, as

captured by the third term on the right-hand side of equation (58), is related to what Aghion et

al. (2018) identify as missing growth. As they point out, a measurement error in inflation stems

from leaving the impact of innovative goods out. In turn, this error has consequential implications

for the effective real output growth rates. Since real output growth is obtained by subtracting

inflation from nominal output growth, an overestimation of inflation leads to an underestimation of

output growth. This is likely to have implications for monetary policy, as well as for the design of

subsidization and tax-credit policies conducive to R&D, that could be considered in future work.

Exploiting the implicit recursion embedded in equation (58), we can show that

13The implied dynamics of this aggregate price level involves a corresponding New Keynesian Phillips curve that
is discussed in a subsequent subsection.
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P 1−ǫ
t = ξp (1− nt−1) (Pt−1)

1−ǫ

+ (1− ξp)(1− nt−1)F
1−ǫ
t Auxoldtech,t−1 + nt−1A

max
t−1

(α−1)(ǫ−1)F 1−ǫ
t (59)

where

Auxoldtech,t−1 = nt−2A
max
t−2

(α−1)(1−ǫ) + (1− nt−2)Auxoldtech,t−2 . (60)

The auxiliary variable, denoted by Auxoldtech,t−1, is itself a weighted average of the older technology

levels prevailing as of date t− 1.

3.2 The aggregate wage rate

From the aggregate wage index, defined by equation (9), the overall economy’s wage index can be

inferred from weighting the respective wages for the workers that cannot reset their wage optimally,

and those that are allowed to reset to the optimal wage, i.e.

W 1−γ
t = ξw (Wt−1)

1−γ + (1− ξw)W
∗

t
1−γ . (61)

3.3 Aggregate output

The aggregation of output needs to account for the fact that many intermediate firms coexist with

different technology levels and, hence, specific output levels.

From equations (3) and (26), considering that the optimal capital-labour ratio is identical for all

firms, and integrating over all the firms on the [0, 1] continuum, we can show that

µ
Z,t

Kα
t L

1−α
t = P ǫ

t Yt

∫ 1

0
At(i)

α−1Pt(i)
−ǫ d i . (62)

Since three classes of situations arise, the integral in equation (62) can be accordingly evaluated

over three subintervals:

µ
Z,t

Kα
t L

1−α
t = P ǫ

t Yt
q

[∫ ξp(1−nt−1)

0
At(i)

α−1Pt(i)
−ǫ d i

+

∫ 1−nt−1

ξp(1−nt−1)
At(i)

α−1P ∗

t (i)
−ǫ d i +

∫ 1

1−nt−1

At(i)
α−1P ∗

t (i)
−ǫ d i

]
. (63)
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The first and second intervals include old-technology-running firms that are respectively non reset-

ting, and optimally resetting their price at P ∗

t (i). The last one covers the innovating firms with

optimal price setting at P ∗

t (i). Using equation (32), the above equation becomes

µ
Z,t

Kα
t L

1−α
t = P ǫ

t Yt
q

[
(Pt−1)

−ǫ

∫ ξp(1−nt−1)

0
At(i)

α−1 d i

+ F−ǫ
t

∫ 1−nt−1

ξp(1−nt−1)
At(i)

(1−ǫ)(α−1) d i + F−ǫ
t

∫ 1

1−nt−1

At(i)
(1−ǫ)(α−1) d i

]
. (64)

Then, since the firms involved within the first and second integrals operate older technologies, as

they do not innovate, the distribution of technologies in these sectors is identical to that of the entire

economy as it was one period before. Accordingly, we can define auxiliary variables that can be used

to evaluate the relevant integrals by exploiting corresponding recursions. Namely, we can show that:

∫ ξp(1−nt−1)

0
At(i)

(α−1)di = Auxoldtechnonreset,t−1 (65)

= ξp(1− nt−1)Amax

t−2
(α−1) + (1− nt−2)Auxoldtechnonreset,t−2 ,

and

∫ 1−nt−1

ξp(1−nt−1)
At(i)

(1−ǫ)(α−1)di = (1− ξp)(1− nt−1)Auxoldtech,t−1 . (66)

Finally, the firms covered by the third integral have innovated and pushed the frontier, so that

∫ 1

1−nt−1

At(i)
(1−ǫ)(α−1)di = Amax

t
(1−ǫ)(α−1) . (67)

Referring to equations (66),(66), and (67), it follows that aggregate output must satisfy

P ǫ
t Yt = µ

Z,t

Kα
t L

1−α
t

Auxoutput,t
, (68)

where

Auxoutput,t = ξp(1− nt−1)(Pt−1)
−ǫAuxoldtechnonreset,t−1

+ (1− ξp)(1− nt−1)F
−ǫ
t Auxoldtech,t−1

+ nt−1F
−ǫ
t (Amax

t−1 )
(1−ǫ)(α−1) . (69)
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3.4 The aggregate resource constraint

Accounting for investment in R&D, the aggregate resource constraint satisfies

Ct + It + a(ut)K̃t + Xt = Yt , (70)

since the sum of private consumption, investment, resources devoted to adjust the utilization rate

of capital, and investment in R&D is bounded by the production of final goods.

3.5 General equilibrium and key Euler equations for the model to be solved

The general equilibrium of the model requires that supply and demand be equated for the final

goods market, the intermediate goods market, the credit (bond) market, the labour market, the

markets for physical capital, for investment in physical capital, as well as in R&D. Appendix A

collects all the relevant equations that need to be satisfied.

3.6 Detrending and model solution

In this model, output, consumption, physical capital, investments in physical capital and investments

in research and development fluctuate around a balanced growth path because of technological

growth. The existence of the balanced growth path is ensured by the use of labour augmenting

technology.

The variables need to be detrended before simulating the model around the steady state. Detrending

can be done either by dividing aggregate variables by the technological frontier or the average

technology. Investments in R&D being a function of the technological frontier one could argue that

detrending by the technological frontier is the correct way to do it. However, because aggregate

output, investment and consumption are functions of the average prevailing technology level, we

can also detrend by the average technology. In the context of an exogenous growth model, this

question would be irrelevant since the frontier and the average technology are one and the same.

Since we are interested in the implications of endogenous Schumpeterian growth for business cycles,

we prefer to perform detrending with respect to the average technology level.

It can be shown that the average technology level At is given by

At ≡

∫ 1

0
At(i) d i

= nt−1A
max
t−1 + (1− nt−1)nt−2A

max
t−2 + (1− nt−1)(1− nt−2)nt−3A

max
t−3 + ...

= nt−1A
max
t−1 + (1− nt−1)At−1 . (71)
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All variables with a trend, including the auxiliary variables, are made stationary, which generally

requires the nominal variables to be divided by the product of Pt and some appropriate power of At.

Consequently, the detrending of many relevant variables involves the distance of a firm i’s technology

level relative to the average technology level prevailing in the economy, i.e. dt(i) ≡ At(i)/At.

In particular, we can show that the detrended real marginal cost for firm i is given by

mct(i) = dt(i)
(α−1) ωt , (72)

where mct(i) ≡ MCt(i)/Pt, and ωt ≡ Ω/PtA
(1−α)
t , while its optimal relative reset price φ⋆

t (i) ≡

P ∗

t (i)/Pt is

φ⋆
t (i) = dt(i)

(α−1) ft , (73)

where ft ≡ Ft/A
(1−α)
t .

Moreover, detrended real aggregate output amounts to

yt =
kαt L

(1−α)
t∫ 1

0 dt(i)(α−1)di
, (74)

while detrended real investment in R&D, xt ≡ Xt/At is given by

xt = β
nt

1 + η

λt+1

λt
Et vt+1(A

max
t ) , (75)

with λt ≡ Λt/(PtAt), Et vt+1 ≡ Et Vt+1(A
max
t )/(Pt+1At+1).

Accordingly, the probability of innovating can be also written as

nt =

(
xt

ζ (At/Amax
t )−1

)1/(1+η)

. (76)

Once, the steady state of the detrended model is computed , the model is loglinearly-approximated

around its steady state.

3.7 The New Keynesian Phillips curve

We now turn to the inflation dynamics in this economy with endogenous growth.14 Given the ag-

gregate price index derived in equation (59), we use the properly detrended versions of the relevant

variables to find an implicit dynamic equations for the inflation rate:

14Appendix B provides the definitions of the detrended variables and more details underlying the derivation of the
New Keynesian Phillips curve.
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ξp (1− nt−1)π
ǫ−1
t−1 = 1− f1−ǫ

t

(
(1− ξp)(1− nt−1) auxoldtech,t−1 + nt−1d

(α−1)(ǫ−1)
t

)
. (77)

Then, referring to equation (33), the relevant factor in the optimal reset price is substituted into

equation (77). Hence, the resulting equation can be rewritten as a first-order linear approximation

in log-deviations from steady state, that yields the following New Keynesian Phillips curve for our

model.

The New-Keynesian Phillips curve is a staple of New-Keynesian DSGE models, that relates inflation

with the output gap (or real marginal cost gap) and expected future inflation. In our model, the

introduction of endogenous growth further complicates this relationship and shows the existence of

a link between inflation and technology. Indeed, the current rate of inflation is a function of the

optimal reset price (through f̂t), the old technology still used in production ( ˆauxoldtech,t−1), the

growth rate of the frontier (ĝt) and the distance between the average technology and the frontier

(d̂t).
15

π̂t = Γ1 f̂t + Γ2 ˆauxoldtech,t−1 + Γ3 ĝt + Γ4 d̂t , (78)

These three additional variables also play an explicit role in a model with Schumpeterian innovation.

First, as usual, a rise in the optimal reset price exerts a positive effect on inflation, with Γ1 ≥

0. Second, the auxiliary variable reflecting the contribution from price resetting by some of the

unsupplanted firms operating with prevailing older technology exerts also a positive effect on the

inflation rate, since Γ2 ≥ 0 . Third, growth in the technological frontier brings downward pressure

on real marginal costs, that translates ceteris paribus in lower inflation, with Γ3 ≤ 0. Finally,

Γ4 ≤ 0 can be intuitively understood from innovation pushing up the technological frontier, that

hence increases the distance between Amax and the average technology level of firms operating in

the economy, At. This also reduces inflationary pressures.

Hence, in comparison with the standard New Keynesian DGSE model with exogenous output growth

and no trend inflation, the price dynamics in our model involves an extended-like New Keynesian

Phillips curve.

15As defined in Appendix B, dt ≡ Amax
t /Āt.
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4 Parameter Calibration and Characteristics of the Shocks

4.1 Taking the model to the data

Typically, a calibration exercise consists in restricting the values of the model parameters to target

effectively a specified set of stylized facts or moments. Ensuring that the simulated data from the

model are directly comparable with the empirical data is a crucial but often, rightly overlooked, step

of the process, with not much consequences in an exogenous growth set-up. With Schumpeterian

endogenous growth, this is not innocuous as it may well lead to a wrongful comparison.

Traditionally, simulated data around the model steady state are compared with the detrended em-

pirical data. Such an oversight would be benign in the case of an exogenous growth model as growth

is deterministic, with no built-in cyclical component. However, with endogenous growth, the growth

rate of the economy is affected by cyclical components at medium frequencies. Therefore, a first

step that is required is to rebuild the trending simulated data series by adding back the trend, namely

ln(Y trending simulated
t ) = ln(Y cyclical simulated

t ) + ln(At−1) (79)

By constructing a new set of trending simulated variables, we ensure comparability between model

and empirical data. An HP filter is applied to both sets of data before the moments and comovements

are generated.

While some parameters values were set on the basis of the usual values generally found in the

literature, the other parameters in the calibration were based on the US data available for the

1960Q1 to 2018Q2 sample. We use Fernald (2017)’s data series on utilization-adjusted total factor

productivity (TFP) to build a cumulative TFP series compounded at quarterly rates. Civilian

non-institutional population is obtained from the U.S. Bureau of Labour and Statistics to compute

the per capita variables. The Implicit Price Deflator is used as a proxy of the price level, and all

macroeconomic aggregates originate from the U.S. Bureau of Economic Analysis. We use series on

Real Gross Domestic Product, Research and Development, Real Gross Private Domestic Investment

and Real Personal Consumption Expenditures.

4.2 Calibration associated with the features akin to that of a typical New Key-

nesian DSGE model

The calibration for most of the parameters pertaining to the New Keynesian aspects of the model is

fairly standard. Table 1 presents the values used for calibration of key parameters of the model. The

share of capital in the production function α, the discount rate β, the depreciation rate of physical

capital δ as well as the monetary policy parameters are set to standard values in the literature. The

steady-state gross trend inflation π is set at 1 (i.e. the inflation rate is zero in the steady-state). We

also assume full capacity utilization in steady-state, i.e. u = 1. Market power in labour supply and
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in the provision of intermediate goods leads to, generally agreed upon, wage and price markups of

around 20% which is the benchmark in Christiano et al. (2005). This corresponds to an elasticity

of substitution of 6 between intermediate goods, as well as between labour types. The disutility of

labour θ is set so that steady state labour is approximately 0.33 of the hours endowment per period.

Finally, price changes are semi-endogenous in our model as, at any given period, two types of firms

are allowed to reset prices, namely the innovative firms that implement a new product and the

incumbent ones in operations that have been selected to do so.

4.3 Calibration associated with the Schumpeterian features of the model

Calibrating Schumpeterian models is a relatively new endeavour in economic research. We will base

our calibration on the statistical moments of the variables related to research and development and

technological advancement.

As shown in Figure 3, from 1960Q1 and 2018Q2, the share of GDP dedicated to R&D investment

has varied between 2.22% ans 2.96%, averaging a 2.68%-share of GDP over the period. We use

this sample average as the steady state target for investment in R&D by calibrating the production

function parameters at ζ = 108 and η = 11.

Given the relationship between the frontier growth rate, the spillover and the innovation probability,

there are additional degrees of freedom left as the variation along one dimension can be compensated

by a change in another. This additional degree of freedom will prove particularly interesting when

studying the dynamics of the model. For instance, different restrictions will yield significantly

different impulse response functions.

4.4 Persistence and variance of the shocks

Investment and monetary policy shocks parameters, shown in Table 2, are derived from New Key-

nesian literature and find their sources in Justiniano et al. (2010). The spillover and transitory

technology shocks are two components of TFP. The transitory technology shock can be seen as the

cyclical component of TFP. We, therefore, calibrate both persistence and volatility to match the

cyclical component of TFP. We, then, perform a grid search to minimize the Euclidian distance be-

tween the volatilities of observed and simulated TFP. The results from this calibration are reported

in Table 3.

In the next section, we show that our model exhibits relative volatilities, correlations and autocor-

relations consistent with the observed data.
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5 Consistency of the Theoretical Model With the Data

Although the calibration we have adopted was not aiming at replicating with precision the sam-

ple statistical moments observed in the data, comparing some key moments of the HP cyclical

components of simulated and empirical data allows to check the consistency of the mechanisms

built in the model. Tables 4, 5 and 6 show relative volatilities, contemporaneous correlations and

autocorrelations for various macroeconomic variables.16

As shown in Table 4, the simulated relative volatilities to that of output are fairly consistent with

their sample counterparts. In particular, the model quite closely matches the volatility of R&D. As

expected, both investment in physical capital and investment in R&D are more volatile than output

respectively with relative volatilities given by 2.17 and 0.96. Cyclical consumption is somewhat more

volatile in the model than in the data, and investment in physical capital is somewhat too volatile

in comparison with the data.17 Moreover, the price level and the inflation rate in the model exhibit

respectively a little less and a little more volatility than in the observed data.

The signs and the sizes of various contemporaneous correlations between the HP cyclical compo-

nents of the macroeconomic variables presented in Table 5 are fairly similar in both empirical and

simulated data, albeit they often appear to be a bit greater for the simulated series. For instance,

simulated correlations between R&D investment and output, and R&D and consumption are 0.68

and 0.58 compared with 0.40 and 0.41 in the data. It is particularly worth pointing out that the

values of contemporaneous correlation between the price level and the various macroeconomic vari-

ables are negative and closely their empirical counterparts. At the same time, the values of the

correlation between the inflation rate and the other variables are relatively weak between -0.18 and

0.23, so that the observed discrepancy may not be that important.18

Finally, Table 6 presents the autocorrelation coefficients at order 1 to 4 for the cyclical components

of the macroeconomic variables. The model tends to replicate reasonably well the empirical auto-

correlations of the variable. This is especially so for the autocorrelation of consumption, while the

model shows a little more persistence in output, investments in physical capital, and inflation. It

shows a little less persistence in R&D investment and the price level.

With a reasonable calibration of the model, it is thus possible to get key moments and comovements

for important macroeconomic variables that are consistent with their observed counterparts.

16Given the computing power at our disposal, and using a grid search approach, we made (at this time) a compromise
between processing time and accuracy. This could subsequently be the object of further refinements.

17By resorting to a smaller increment in the grid-search procedure, and by adjusting the parameters for intensity
parameter of habit persistence in consumption as well as the convex adjustment cost of investment in physical capital,
it is likely that the moments for the simulated data get closer to the empirical moments (Though this is not our
objective here).

18We intend to calculate the standard errors of these moments in our next revision.
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6 The Business Cycle Implications of Varying the Steady-State

Probabilities of Innovating

In our model, the balanced growth rates of the technological frontier and of the trend growth rate of

real output are determined by the product of both the steady-state probability of innovating, nss,

and the steady-state extent of technology spillover, σss, as the latter induces a larger technological

jump of the frontier. Hence,

gss = 1 + σss nss . (80)

Namely, it is therefore possible to consider different combinations of nss and σss, that generate the

same value of gss. However, existing evidence in the literature does not carry much information

about how to calibrate σss versus nss.
19

Nonetheless, at this stage, it is instructive to consider how the impulse response functions of the

macroeconomic variables to each shocks differ when comparing two economies. In the first one, we

fix nss = 0.05 and σss = 0.097, while in the second one, these are respectively set as nss = 0.35

and σss = 0.0139. Hence, both economies are consistent with a steady-state quarterly gross growth

rate given by gss = 1.00485 or approximately 2% per annum. The former economy is therefore

associated with a lower a probability of innovating, typically linked with a “bigger” jump, while the

latter is characterized by more frequent, yet smaller, discoveries that are more easily spread, so that

thet do not require as big a value for σss.

Although we keep invariant the steady state real growth rate of output, a different steady-state

probability of innovation has a specific impact on the dynamics of the economy, that was absent

in the usual model with exogenous growth. Indeed, in our setup, a larger value of nss implies not

only that a greater proportions of intermediate firms will be innovating in the steady state, but also

that the extent of effective price flexibility is higher as the proportion of firms that proceed with a

reoptimization of the intermediate good prices has risen. That is, since innovating firms are allowed

to set the optimal mark-up pertaining to the innovating intermediate product.

We now discuss how the impulse response functions of the cyclical macroeconomic variables follow-

ing different shocks are altered when considering a “low” steady-state probability of innovation, say

5%, versus an economy with a relatively “high” steady-state probability of innovation, say 35%.

19Moreover, in the real world, some variety across industries, as well as various era may imply that this decompo-
sition may well differ across time. This would introduce another level of interesting complexity over a long span of
data, that is beyond the scope of the current paper.
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6.1 The impulse response functions following a transitory technology shock

As can be seen in Figures 4 and 5, when changing nss from 5% to 35%, a positive transitory technol-

ogy shock does not lead to a very significantly different cyclical dynamics on output, consumption,

investment in physical capital, hours worked, capacity utilization, physical capital stock and the

optimal reset price. However, this does not mean that it is without consequences. Initially, a cyclical

wealth effect dominates on hours worked, while it builds up on consumption. Then, the cyclical

intratemporal and intertemporal substitution effects on hours worked takes the lead. Also, as ex-

pected the rise in the marginal product of physical capital first leads to a positive cyclical response

of capacity utilization, while the increased incentive to invest in physical capital peaks up and start

to rise its stock.

With nss = 0.35, there is a sharper immediate negative response of inflation and drop in nominal

interest rates lasting a few quarters. Also, the induced rise in the marginal productivities of labour

and capital translates into transitory positive cyclical impacts on the wage index, the optimal reset

wage and the return on physical capital. Furthermore, this positive transitory positive technology

shock has a transitory, albeit persisting beyond 25 quarters on investments into the value of an

intermediate firm, R&D investments, the innovation probability, and finally average real growth.

6.2 The impulse response functions following an efficiency of investment shock

After a temporary positive improvement on the efficiency of investment in physical capital, a quick

temporary rise in the return on physical capital follows, that quickly brings up temporarily cyclical

capacity utilization and private investment. The increase in optimal reset wage and return on capital

both push the marginal cost up through the dynamic complementarity of inputs.

The cyclical impulse response functions in Figures 6 are not much different whether nss = 0.05 or

nss = 0.35.

As shown in the lower panel of Figure 7, when nss = 0.35, a positive shock on the efficiency of

investment leads to a persistent cyclical increase in the probability of innovating, in the discounted

expected value of the intermediate firms, and in R&D investments. Here too, the average growth

rate of real output also exhibits a persistent cyclical increase.

6.3 The impulse response functions following a monetary policy shock

We now turn to the cyclical impact of a restrictive monetary policy, brought about by a “discre-

tionary” rise in the nominal interest above the Taylor-type reaction function. The net effect on

the nominal interest rate therefore is the combination of the monetary shock and the immediate

reaction to inflation- and output-growth gaps. As illustrated in Figure 8, the nominal interest rate

initially goes up, while the inflation rate goes down. This is accompanied by a quick cyclical down-

turn in real output, in consumption, in hours worked, in capacity utilization and in investment in
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physical capital, along with a cyclical decrease in the real return on capital. A higher steady-state

innovation-probability value of nss = 0.35, compared with nss = 0.05, generally leads to somewhat

weaker cyclical fluctuations in the above variables, except for inflation that is brought down more

quickly.

At the same time, there is a smaller negative cyclical impact on marginal cost, while the wage index

temporarily goes up, even though the optimal reset wage is cyclically lower.

Meanwhile, this restrictive policy shock causes a fairly more important cyclical downturn in the

probability of innovating that lowers a little more the value of intermediate firms and invesments in

R&D. However, despite these consequences, the cyclical impact of average real growth rate does not

differ as much with either nss = 0.35 or nss = 0.05. The cumulative impact of lower compounded

growth is not necessary negligible however. This still needs to be assessed.

6.4 The impulse response functions following a knowledge-spillover shock

The last shock to be considered is specific to a model with endogenous growth and has no analogue

in exogenous growth business cycle models.

As it is apparent in Figures 10 and 11, the cyclical dynamic responses to a transitory positive

knowledge-spillover shock is significantly sensitive to the steady-state probability of innovation.

Focussing first our attention to Figure 11, an increased extent of knowledge-spillover cyclically

lowers for some quarters both the value of intermediate firms’ discounted profits and investments in

R&D, while cyclically lowering the probability of innovation. However, the cyclical impacts on the

innovation probability and the average real output growth rate are fairly subdued when nss = 0.05.

This is not so for nss = 0.35. Instead, the positive cyclical response oft the average growth rate

is much higher and more persistent. Moreover, in this case, for about 5 quarters, there initially

is a bigger decrease in each of the investment in R&D, the value of the discounted firm and the

probability of innovation, then followed by a positive 4- to 5-quarter rise in these variables, prior to

a sustained but slight negative impact.

Now considering the cyclical impulse responses of the other macroeconomics variables, an apprecia-

bly higher value of nss, such as 35%, leads to significantly more volatile cyclical effects of a given

positive knowledge-spillover shock, as there are, in part, stronger intertemporal substitution effects

that are engineered by this shock. To some extent, as seen in Figure 10, it is as if the cyclical

impulse response functions are somewhat squeezed for many graphics for a higher value of nss.

There are two main conclusions we can draw from the impulse response function to the spillover

shock. The spillover shock could be the main source of cyclical fluctuation of the growth rate of

the economy. An estimated model would allow to compute the variance decomposition and confirm

the intuition gathered from the impulse response functions. A larger innovation probability at the

steady state quickens the model’s reaction to a spillover shock. Most variables such as the nominal

29



interest rate and the optimal reset price return to their steady state much quicker when nss = 35%.

We will now turn to an assessment of the welfare implications of various (σss, nss) pairs. It can be

expected that two effects will be in play. On one hand, if a higher value of nss brings about more

volatility of cyclical consumption, this will lower welfare. On the other hand, if it raises trended

permanent income, and therefore trend consumption, it will be welfare-raising.

7 The Welfare Implications of Different Steady-State Probability

of Innovation

In our model, the innovation probability is the odds that, for a given amount of investments in R&D,

the process is successful in introducing a new technology. For the firm in monopolistic position in

its sector, it also corresponds to the probability of being supplanted by an innovator. As such, this

can be seen as the proportion of firms that enters or exits the unit mass intermediate sector.

Having looked at the impulse response functions of a New Keynesian model with endogenous growth,

we now turn to the welfare implications of the interaction between business cycles and endogenous

growth. Our aim is to assess the welfare cost of different calibrations of the Schumpeterian growth

mechanisms, while keeping constant the steady-state growth rate of the technological frontier. Since

gss = 1 + σssnss, both nss and σss can be varied while keeping gss invariant, in order to study the

welfare implications of different combinations of steady-state probability of innovation and spillover.

For instance, a high degree of knowledge-spillover can compensate for a lower innovation probability.

The infinite-horizon sum of the present discounted value of flow utilities across households define

their welfare, which can be recursively expressed as follows:

Wt = U(Ct, Lt) + β Wt−1 . (81)

Accordingly, applying the methodology developed by Schmitt-Grohé and Uribe (2004), it is possi-

ble to make welfare comparisons between a benchmark scenario for the (nss, σss)-pair, indexed by

subscript B, and alternative pairs, generically indexed by subscript A. We choose to contrast vari-

ous scenarios relative to a benchmark using consumption-equivalent differences as a more tangible

measure of welfare. Namely, it is thus expressed as a percentage of steady state consumption that

would make a household indifferent between two scenarios.

A first measure, evaluated at the non-stochastic steady states, reckons the fraction of consumption

that would have to be given up each period in the alternative scenario to reach the same welfare

level as in the benchmark scenario. It is defined as:

Css = 1− exp
(
(1− β) · [WB,ss − WA,ss]

)
(82)
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where WB,ss is the benchmark and WA,ss is the alternative. Accordingly, when WB,ss < WA,ss, then

Css > 0.

A second measure can also be evaluated at stochastic means of the value functions obtained from

the model simulations. It hence takes into account the interaction between the alternative (nss, σss)-

pair interacts with the various random shocks built-in the model. In this case, the corresponding

consumption-equivalent welfare loss is given by:

Cm = 1− exp
(
(1− β) ·

[
E(WB,t) − E

(
WA,t)

])
(83)

with Cm > 0 when E(WB,t) < E(WA,t).

As previously mentioned, different combinations of (n, σ), that yield a yearly steady-state gross

growth rate of gss = 1.01954 per annum, are used to compute and to compare the non-stochastic

steady-state and stochastic-means consumption-equivalent welfare measures. While the former (Css)

is obtained directly, the latter first requires to compute the stochastic means of the variables of

interest prior to calculating Cm.

Since σss = gss−1
nss

, for the calibrated value of gss = 1.00485 per quarter, we set the benchmark

calibration at a quarterly steady-state innovation probability of nss = 0.15, along with σss =

0.3233. For the alternative scenarios, the innovation probability n are varied from 0.16 to 0.54. The

corresponding spillover parameter σss is changed accordingly from 8.9815× 10−3 to 3.0313× 10−2.

Figure 12 shows the results from these simulations.

There are two main conclusions. First, the welfare impact of varying the steady-state innovation

probability, even for a constant value of gss is non negligible. Indeed, to be indifferent between

an innovation probability given by nss = 0.15 instead of nss = 0.23, a household would have to

be compensated with a higher steady state consumption of 2.0% according to the non-stochastic

the steady-state measure, and 4.7% according to the stochastic-means measure. Second, there is

significant non linearity when comparing the welfare impact of different (nss, σss) environments. In-

deed, the consumption-equivalent welfare-comparison curve is positively sloped and steeper between

nss = 0.16 and nss = 0.2. It reaches a maximum at nss = 0.23, before slowly decreasing.

Two opposing forces are simultaneously at work in determining welfare. On the one hand, an

increase in the steady-state innovation probability leads to a greater turnover in firms who set

prices more often. As it is even more strongly revealed by the Cm measure, a higher value for nss

allows the model economy to be closer to an economy without any price rigidities. Indeed, the

reduction in the price wedge is welfare improving. On the other hand, when the innovator decides

how much to invest in R&D, only private benefits are taken into account. Since an increase in the

innovation probability amounts also to a lower probability for an incumbent to remain in operation,

this reduces the discounted value of the innovation, with its consequential reduction in welfare.
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Hence, there is also a positive externality from innovating that is not considered by the private

innovator, while the society benefits from additional permanent push of the technological frontier.

From a normative angle, The larger the gap between the private and social values of innovating,

the more investment in R&D is socially suboptimal. This suggests some issues worth considering

in future research on the appropriate length of intellectual property right policy.

8 Conclusion

Despite the development of modern endogenous growth models, commonly used DSGE business

cycle models are based on an exogenous neoclassical long-term growth and focus only on the fluc-

tuations around that trend growth. By embedding Schumpeterian innovation into the intermediate

production sector within a New Keynesian model with nominal wage and price stickiness, we show

that endogenous decisions to invest in R&D have implications that impact the likelihood of in-

novating and pushing the technological frontier, while adding a relevant transmission channel for

common shocks (such as aggregate technological, investment efficiency and monetary shocks), as

well as for a spillover shock, that was absent in models with exogenous growth. In fact, the in-

terplay of innovation with optimal price-setting in the intermediate sector both spells out how the

technological frontier advances, but also implies that more innovation leads to more price flexibility

in a world with nominal rigidities.

From a theoretical stance, we show that our hybrid model highlights and addresses new challenges at

the modelling and simulation stages. First, the investment decisions in R&D need to account for the

interactions between both the endogenous growth features and the New Keynesian characteristics

of the model. Indeed, the expected discounted profits arising from an innovation is affected both by

the probability of being supplanted by a new innovator and, if, not supplanted, the probability that

the price can be optimally reset in periods subsequent to an innovation. This has implications for

the aggregation of the intermediate production sector. Second, the introduction of Schumpeterian

innovation, that determines the expected growth rate of the economy, makes it conceivable to

consider the implications of knowledge spillover shocks, as an additional dimension not found in the

usual business cycle models. This new shock is interpreted as the unpredictable variations and other

heterogeneities in the transmission of knowledge and/or abilities to capitalize on new innovations

to push the technological frontier further.

From a methodological point of view, it is shown that the computation, presentation and interpre-

tation of the impulse response functions need to be seen differently, when accounting jointly for

endogenous growth and business cycles. Namely, the cyclical IRFs of endogenous and exogenous

growth models are not directly comparable. The nature of exogenous growth makes it entirely

acyclical while endogenous growth rates vary cyclically around a steady state.
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Regarding the ability of the model to replicate key stylized business cycle characteristics, adopting

a reasonable calibration in line with usual practices, given the arbitrage currently made between

accuracy and processing times, we find that the model can produce moments and comovements

relating to output, consumption, investment in physical capital and investment in R&D that are

consistent with their empirical counterparts.

Relative to their respective relevant trend, the aggregate business cycles responses to the common

shocks defined as disturbances on aggregate productivity, investment efficiency or monetary pol-

icy remain quite quantitatively similar in both models with endogenous and exogenous growth, in

case where the steady-state probability of innovating in a quarter is fairly small (e.g. 5%). With

endogenous Schumpeterian growth, however, a new knowledge-spillover shock, while sensitive to

calibration, allows additional insight into the average growth rate of the economy at different fre-

quencies, even beyond those typically considered in the literature. This suggests other dimensions

worth pursuing in future research.

Moreover, we have shown that the dynamic responses of macroeconomic variables may differ sig-

nificantly in amplitude and shape-wise if we vary the steady-state probability of innovating, yet

keeping constant the steady-state or trend growth rate of real output. This arises because a higher

steady-state probability of innovating, typically linked with a “smaller” jump of the technological

frontier, is associated with a smaller steady-state extent of technology spillover, i.e. smaller discov-

eries are more easily spread. However, a new key mechanism is revealed as a higher probability of

innovating also diminishes the extent of nominal price rigidities, since incoming innovating firms

are allowed to set an optimal price.

Thus, there are important welfare implications of different combinations of steady-state innovation

probability and extent of knowledge-spillover, even for the same 1.95% per annum value for steady-

state growth of the technological frontier. In particular, an economy with a 23% steady-state

quarterly probability of innovating rather than 15%, accounting for dynamic interactions, has a

consumption-equivalent impact on welfare of a 4,7% higher level.

This arises as innovation and the degree of price flexibility are tied, and we show that this may

not be innocuous for both efficiency and welfare. It is likely that the measured welfare impact

in our model is an upper bound. For instance, instead of having a new innovative intermediate

firm i kicking out and replacing a now obsolete ith-intermediate good producer, some lagging and

advanced firms might coexist for a while.20 This might then reduce the enhanced price flexibility.

Furthermore, to the extent that the steady-state growth rate of the technological frontier would

have diminished along with a lower steady-state probability of innovation, it would be interesting

20Since we have focused on vertical innovations, this might be more so with horizontal innovations.
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to assess the impact of the accompanying reduced price flexibility both at a new steady state and

in the transition from the older to the newer steady state. Still, we show that the interplay between

innovation and price setting deserves further attention, notably in the context of new technologies

that will alter the economic landscape.21

Finally, many new questions, that could not be raised in standard DSGE New Keynesian models,

will deserve future work and are brought to the fore by possible extensions to our model. The

following list include some of them. How important are the mismeasurements of inflation and of

effective real growth due to the growth and business cycle implications of innovation? How should

optimal monetary policy be modelled in an environment accounting for innovation? Should the

monetary authority’s reaction respond differently according to the source of the output and the

inflation fluctuations? What are the business cycle and growth implications of fiscal policy in this

context, including how should we assess different government policies intended to encourage inno-

vation? What would be the business cycle, growth and welfare implications of transiting from a

higher to a lower steady-state growth rate of the technological frontier?

21As an example, the president of GM recently argued about the impact of an increased adoption of electric and
self-driving vehicles with a lower cost of operation as their purchase prices will drop as “each generation of battery
technology [ans vehicles] improves efficiency and reduces cost.” See Reuss (2019).
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Parameter Value Description

α 1/3 Share of capital in intermediate-good production
β .99 Discount rate
δ .025 Depreciation rate of physical capital
π 1 Steady-state gross inflation rate
u 1 Steady-state capacity utilization rate
ǫ 6 Elasticity of substitution of intermediate-good demand
γ 6 Elasticity of substitution of labour demand

ξp 1− (1−.66)
(1−nss)

Calvo parameter for prices

ξw .66 Calvo parameter for wages
θ 5 Weight on the disutility of labour
ν 1 Utility parameter that determines

the Frisch elasticity of labour supply, ( 1ν )
h .5 Consumption habit formation
κ 1 Investment adjustment-cost parameter

σss
(gss−1)

nss
Steady-state value for the extent of knowledge-spillover

ζ 108 Scaling parameter in the innovation production function
η 11 Diminishing-return parameter in the innovation production function

Note: As explained further below, the joint determination of nss and σss is made to replicate
the long-run value of the growth rate of the technological frontier gss, that is set at the historical
average of real GDP per capita from 1960Q1 to 2018Q2.

TABLE 1: Calibration of key parameters

Parameter Value Description

ρm 0.4 Monetary policy shock persistence
σm 0.001 Monetary policy shock variance
ρµ 0.2 Investment shock persistence
σµ 0.005 Investment shock variance

TABLE 2: Calibration of the monetary and investment shocks

Parameter Value Description

ρz 0 Technology shock persistence
σz 0.005 Technology shock variance
ρσ 0.62 Knowledge-spillover shock persistence
σσ 0.018 Knowledge-spillover shock variance

TABLE 3: Calibration of the technology and knowledge-spillover shocks
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Output Consumption Investment R&D Investment Price Level Inflation

Empirical 1 0.39 2.17 1.09 0.37 0.13
Simulated 1 0.59 2.99 0.96 0.23 0.21

TABLE 4: Relative volatilities in the cyclical component of the variables with respect
to cyclical output according to the endogenous growth model

Output Consumption Investment
R&D Price

Inflation
Investment Level

Consumption
Empirical 0.80

1
Simulated 0.95

Investment
Empirical 0.92 0.74

1
Simulated 0.97 0.79

R&D Empirical 0.40 0.41 0.35
1

Investment Simulated 0.68 0.58 0.72

Price Level
Empirical -0.53 -0.46 -0.51 -0.18

1
Simulated -0.56 -0.45 -0.58 -0.49

Inflation
Empirical 0.18 0.04 0.16 0.14 -0.18

1
Simulated -0.12 -0.16 -0.06 0.13 0.23

TABLE 5: Contemporaneous correlations in the cyclical component for both empirical
and simulated data

Lag -1 -2 -3 -4

Output
Empirical 0.84 0.62 0.38 0.16
Simulated 0.92 0.78 0.59 0.37

Consumption
Empirical 0.86 0.69 0.50 0.28
Simulated 0.86 0.68 0.47 0.25

Investment
Empirical 0.90 0.72 0.50 0.29
Simulated 0.95 0.83 0.66 0.45

R&D Investment
Empirical 0.89 0.70 0.45 0.24
Simulated 0.77 0.55 0.35 0.17

Price Level
Empirical 0.93 0.82 0.66 0.48
Simulated 0.90 0.67 0.41 0.16

Inflation
Empirical 0.42 0.30 0.20 0.18
Simulated 0.59 0.19 -0.07 -0.21

TABLE 6: Autocorrelation functions of the cyclical component for both empirical and
simulated data
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FIGURE 3: R&D investment-to-GDP ratio in the United States (1960Q1-2018Q2)
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FIGURE 4: Impulse response functions of the HP cyclical components of macroeconomic variables following a transitory
technology shock. (Solid line : nss = 5%; dashed line: nss = 35%)
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FIGURE 5: Impulse response functions of the HP cyclical components of macroeco-
nomic variables following a transitory technology shock. (Solid line : nss = 5%; dashed
line: nss = 35%)
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FIGURE 6: Impulse response functions of the HP cyclical components of macroeconomic variables following an
efficiency-investment shock. (Solid line : nss = 5%; dashed line: nss = 35%)
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FIGURE 7: Impulse response functions of the HP cyclical components of macroeco-
nomic variables following an efficiency-investment shock. (Solid line : nss = 5%; dashed
line: nss = 35%)
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FIGURE 8: Impulse response functions of the HP cyclical components of macroeconomic variables following a monetary
policy shock. (Solid line : nss = 5%; dashed line: nss = 35%)
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FIGURE 9: Impulse response functions of the HP cyclical components of macroeco-
nomic variables following a monetary policy shock. (Solid line : nss = 5%; dashed line:
nss = 35%)
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FIGURE 10: Impulse response functions of the HP cyclical components of macroeconomic variables following a
knowledge-spillover shock. (Solid line : nss = 5%; dashed line: nss = 35%)
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FIGURE 11: Impulse response functions of the HP cyclical components of macroeconomic

variables following a knowledge-spillover shock. (Solid line : nss = 5%; dashed line: nss =

35%)
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FIGURE 12: Consumption-equivalent welfare impact of raising the steady-state probability of innovating from nss =
0.15 and beyond, with a given steady-state technological frontier gross growth rate set at gss = 1.0195 per annum or
1.01950.25 = 1.00485 per quarter.
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A – The Set of Equilibrium and Optimality Equations

In the equations below, Λt and Φt are the Lagrange multipliers associated respectively with the

household’s budget constraint equation (14), and the investment equation (15) at date t.

1

Ct − hCt−1
− ΛtPt − β

h

Ct+1 − hCt
= 0 (A1)

−
Λt

1 + rt
+ βΛt+1 = 0 (A2)

qt − Pta
′(ut) = 0 (A3)

−ΛtPt +Φtµt

[
It
It−1

S′

(
It
It−1

)
+ 1− S

(
It
It−1

)]
+ βΦt+1µt+1

I2t+1

I2t
S′

(
It+1

It

)
(A4)

−Φt + βΛt+1

(
qt+1ut+1 − Pt+1a(ut+1)

)
+ βΦt+1(1− δ) = 0 (A5)

Kt = utK̃t . (A6)

W ∗

t (j)
−γν−1 =

γ − 1

θγ

Auxbc,t
Auxdis,t

(A7)

Kt

Lt
=

α

1− α

Wt

qt
(A8)

Ft =
ǫ

ǫ− 1

Auxcost,t
Auxrev,t

(A9)

nt =

(
Xt

ζ Amax
t

)1/(1+η)

(A10)

Amax
t = gmax

t
qAmax

t−1 (A11)

gmax
t = 1 + σt nt−1 (A12)

Xt = β
nt

1 + η

Λt+1

Λt

EtVt+1(A
max
t )

Pt
. (A13)

Et Vt+1 = Amax(α−1)(1−ǫ)
t

q

(
F 1−ǫ
t+1 Auxrev,t+1 − F−ǫ

t+1Auxcost,t+1 + Auxrem,t+2

)
(A14)

P 1−ǫ
t = ξp(1− nt−1)(Pt−1)

1−ǫ

+ (1− ξp)(1− nt−1)F
1−ǫ
t Auxoldtech,t−1 + nt−1A

max
t−1

(α−1)(ǫ−1)F 1−ǫ
t (A15)
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W 1−γ
t = ξw (Wt−1)

1−γ + (1− ξw)W
∗

t
1−γ (A16)

P ǫ
t Yt = µ

Z,t

Kα
t L

1−α
t

Auxoutput,t
(A17)

Ct + It + a(ut)K̃t + Xt = Yt , (A18)

1 +Rt

1 +R
=

(
1 +Rt−1

1 +R

)ρ
R
[(πt

π

)απ

(
Yt
Yt−1

g−1

)αy
]1−ρ

R

µ
M,t

(A19)

Auxiliary variables:

Auxbc,t = ΛtW
γ
t Lt + ξp β Auxbc,t+1 , (A20)

Auxdis,t = ΛtW
γ(1+ν)
t L1+ν

t + ξp β Auxdis,t+1 . (A21)

Auxrev,t = P ǫ
t Yt + ξp β

Λt+1

Λt
(1− nt)Auxrev,t+1 , (A22)

Auxcost,t = Ωt P
ǫ
t Yt + ξp β

Λt+1

Λt
(1− nt)Auxcost,t+1 . (A23)

Auxrem,t+2 = (1− ξp)β
2 Λt+2

Λt+1

(
F

(1−ǫ)
t+2 Auxrev,t+2 − F−ǫ

t+2Auxcost,t+2

)
(A24)

Auxoldtech,t−1 = nt−2A
max
t−2

(α−1)(1−ǫ) + (1− nt−2)Auxoldtech,t−2 (A25)

Auxoutput,t = ξp(1− nt−1)(Pt−1πp t−1,t)
−ǫAuxoldtechnonreset,t−1

+ (1− ξp)(1− nt−1)F
−ǫ
t Auxoldtechreset,t−1

+ nt−1F
−ǫ
t (Amax

t−1 )
(1−ǫ)(α−1) (A26)

Auxoldtechnonreset,t = nt−1Amax

t−1
α−1 + (1− nt−1)Auxoldtechnonreset,t−1 (A27)
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Laws of motions for the various stochastic shocks:

lnµ
I,t+1 = ρ

I
lnµ

I,t
+ ǫ

I,t
(A28)

lnµ
Z,t

= ρ
Z
lnµ

Z,t−1 + ǫ
Z,t

(A29)

lnσt = lnσ + ρσ lnσt−1 + ǫσ,t (A30)

lnµ
M,t

= ρ
M

lnµ
M,t−1 + ǫ

M,t
(A31)

B – The New Keynesian Phillips Curve

B.1 Detrended variables

The first step to derive the Phillips curve is to detrend the relevant variables of the model:

yt ≡
Yt

At
1−α (B1)

ft ≡
Ft

At
1−α

Pt

(B2)

auxcost,t ≡
Auxcost,t

At
2−α

P 1+ǫ
t

(B3)

auxrev,t ≡
Auxrev,t

AtP ǫ
t

(B4)

ωt ≡
Ωt

At
1−α (B5)

auxoldtech,t ≡
Auxoldtech,t

At
(α−1)(1−ǫ)

(B6)

λt ≡ ΛtA
max
t Pt (B7)

B.2 Detrended optimal reset price and marginal cost

Then, detrending the optimal reset price and approximating it around the steady state implies:

ft =
ǫ

ǫ− 1

auxcostt
auxrevt

(B8)

auxcostt = ωt yt +
ξp β λt+1

λt
gt

1−α πt+1
ǫ (1− nt) auxcostt+1 (B9)
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auxrevt = yt + (1− nt)
ξp β λt+1

λt
πt+1

ǫ−1 auxrevt+1 (B10)

B.2.1 Auxiliary variable for cost

Using the following steady state values

auxcost = ω y + ξp β g1−α πǫ (1− n) auxcost , (B11)

(
1− ξp β g1−α πǫ (1− n)

)
auxcost = ω y , (B12)

auxcost =
ω y

1− ξp β g1−α πǫ (1− n)
, (B13)

we find:

âuxcost,t =
ωy

auxcost
(ω̂t + ŷt) (B14)

−
auxcost − ωy

auxcost

[
n

1− n
n̂t + âuxcost,t+1 − λ̂t + λ̂t+1 + ǫ π̂t+1 + (1− α)ĝt+1

]

B.2.2 Auxiliary variable for revenue

Using the following steady state values

auxrev = y + (1− n) ξp β πǫ−1 auxrev , (B15)

(1− (1− n) ξp β πǫ−1 ) auxrev = y , (B16)

auxrev =
y

1− (1− n) ξp β πǫ−1
, (B17)

we find:

âuxrev,t =
y

auxrev
ŷt −

auxrev − y

auxrev

[
n

1− n
n̂t + âuxcost,t+1 − λ̂t + λ̂t+1 + (ǫ− 1)π̂t+1

]
(B18)

B.3 From the price index to the inflation rate equation

Using the price index, we derive a log-linearized approximation of inflation around the steady state.

The price index equation:
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P 1−ǫ
t = ξp(1− nt−1)P

1−ǫ
t−1 + (1− ξp)

∫ 1

nt−1

P ⋆1−ǫ
t (i)di+

∫ nt−1

0
P ⋆

t(i)
1−ǫ (B19)

P 1−ǫ
t = ξp(1− nt−1)P

1−ǫ
t−1 + (1− ξp)(1− nt−1)F

1−ǫ
t Auxoldtech,t−1 + nt−1F

1−ǫ
t Amax

t−1
(α−1)(ǫ−1) .

(B20)

Corresponding inflation equation (after detrending):

ξp(1− nt−1)π
ǫ−1
t−1 = 1− f1−ǫ

t

(
(1− ξp)(1− nt−1)auxoldtech,t−1 + nt−1d

(α−1)(ǫ−1)
t

)
(B21)

or, alternatively,

ξpπ
ǫ−1
t−1 = (1− nt−1)

−1 − f1−ǫ
t

(
(1− ξp)auxoldtech,t−1 +

nt−1

1− nt−1
d
(α−1)(ǫ−1)
t

)
. (B22)

The distance between the average technology and the frontier:

Āt = nt−1A
max
t + (1− nt−1)Āt−1 (B23)

Āt

Amax
t

= nt−1 + (1− nt−1)
Āt−1

Amax
t

(B24)

dt ≡
Amax

t

Āt
(B25)

d−1
t = nt−1 + (1− nt−1)d

−1
t−1g

−1
t . (B26)

The gross growth rate of the technological frontier:

gt = 1 + σtnt−1 (B27)

nt−1 =
gt − 1

σt
. (B28)

The inflation rate equation can be rewritten as a follows:

ξp (1−
gt − 1

σt
)πǫ−1

t−1 (B29)

= 1− f1−ǫ
t

(
(1− ξp)(1−

gt − 1

σt
) auxoldtech,t−1 +

gt − 1

σt

(
gt − 1

σt
+ (1−

gt − 1

σt
)d−1

t−1g
−1
t

)(1−α)(ǫ−1)
)

.
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Finally, the linear approximation around the steady state brings leads to the following version of

the New Keynesian Phillips curve:

π̂t = −


auxold

(
g−1
σ − 1

)
(ξ − 1) + g−1

σ

(

g−1
σ

−

g−1
σ −1

d g

)(α−1) (ǫ−1)


 (ǫ− 1)

f ǫ


f1−ǫ


auxold

(
g−1
σ − 1

)
(ξ − 1) + g−1

σ

(

g−1
σ

−

g−1
σ −1

d g

)(α−1) (ǫ−1)


− 1




f̂t

+
f1−ǫ

(
g−1
σ − 1

)
(ξ − 1)

f1−ǫ


auxold

(
g−1
σ − 1

)
(ξ − 1) + g−1

σ

(

g−1
σ

−

g−1
σ −1

d g

)(α−1) (ǫ−1)


− 1

âuxoldtech,t−1 (B30)

+

ξ ( g−1
σ

−1)



























f1−ǫ















1

σ

(

g−1
σ −

g−1
σ −1

d g

)(α−1) (ǫ−1)
−

(α−1) (ǫ−1) (g−1)

(

1
σ−

1
σ d g

+

g−1
σ −1

d g2

)

σ

(

g−1
σ −

g−1
σ −1

d g

)(α−1) (ǫ−1)+1















ξ ( g−1
σ −1)

−

f1−ǫ (g−1)

σ

(

g−1
σ −

g−1
σ −1

d g

)(α−1) (ǫ−1)
−1

σ ξ ( g−1
σ −1)

2



























f1−ǫ











auxold( g−1
σ

−1) (ξ−1)+ g−1

σ

(

g−1
σ −

g−1
σ −1

d g

)(α−1) (ǫ−1)











−1

ĝt

−
f1−ǫ ( g−1

σ
−1) (α−1) (ǫ−1) (g−1)

σ d2 g











f1−ǫ











auxold( g−1
σ

−1) (ξ−1)+ g−1

σ

(

g−1
σ −

g−1
σ −1

d g

)(α−1) (ǫ−1)











−1











(

g−1
σ

−

g−1
σ −1

d g

)(α−1) (ǫ−1)+1

d̂t .

That is

π̂t = Γ1 f̂t + Γ2 ˆauxoldtech,t−1 + Γ3 ĝt + Γ4 d̂t , (B31)

with Γ1 ≥ 0, Γ2 ≥ 0, Γ3 ≤ 0 and Γ4 ≤ 0.
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